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Executive Summary 
The present document is a deliverable of the BOOST 4.0 — Big Data Value Spaces for 
Competitiveness of European Connected Smart factories 4.0 project, funded by European 
Union under Horizon 2020 Research and Innovation programme (H2020).  The deliverable 
presents the first version of the Big Data Models and Analytics Platform report that 
contains the initial results of Task 3.5 Big Data Models for Cognitive Manufacturing and Task 
3.6 Big Data Analytics Platform.  

BOOST 4.0 aims to establish a set of European big data light-house smart connected 
factories.  In order to achieve this, a set of data-driven cognitive manufacturing services 
will be developed. The advanced big data analytics and technologies supporting cognitive 
manufacturing processes will be deployed in the BOOST 4.0 Big Data Analytics Platform.  
The Platform from Task 3.6 will customize and extend existing digital manufacturing 
platforms and will support advanced cognitive models and data visualisation techniques 
developed in T3.5.  

This report comes in an early stage of the project (M9) and the two involved tasks start at 
M4 and M7 respectively, so only some first results will be presented. The complete 
outcome of the Tasks 3.5 and 3.6 will be available at M24 when these tasks will be 
completed. The results will be drawn at the second iteration of this document, Big Data 
Models and Analytics Platform v2. 

The report presents the first big data algorithms implemented across smart engineering, 
planning, operations, production and after sales to leverage high value data-driven 
operations. The report also presents the vision of smart data apps, services and platforms 
to leverage on the capabilities offered by the European Industrial Data Space (EIDS). The 
report presents the various big data analytic platform and discusses on the expected 
extensions to align big data analytics platform capabilities with the larger volumes and 
heterogeneous data streams that will be provided from IT, OT, IIoT Engineering and 
collaborative manufacturing contexts. The document introduces the expected big data 
capabilities of the boost 4.0 platform federation to implement hybrid twin, real time and 
collaborative interactive decision workflows for the benefit of factories 4.0. 

Keywords: IDS Smart Data Apps, Big Data Analytics, Digital Manufacturing Platforms, Big 
Data Lakes, Hybrid Twin, early detection, predictive diagnostics, visual analytics, AI, IIoT, 3D 
point cloud, time series analytics, big data stream analytics, ETL. 

 

Disclaimer  
This document does not represent the opinion of the European Community, and the 
European Community is not responsible for any use that might be made of its content. This 
document may contain material, which is the copyright of certain Boost 4.0 consortium 
parties, and may not be reproduced or copied without permission. All Boost 4.0 consortium 
parties have agreed to full publication of this document. The commercial use of any 
information contained in this document may require a license from the proprietor of that 
information.  

Neither the Boost 4.0 consortium as a whole, nor a certain party of the Boost 4.0 consortium 
warrant that the information contained in this document is capable of use, nor that use of 
the information is free from risk, and does not accept any liability for loss or damage 
suffered by any person using this information. 
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1 Introduction 

1.1 Scope  
The scope of this deliverable is to describe the work that has been done and the research 

has been conducted in Task 3.5 Big Data Models for Cognitive Manufacturing and Task 3.6 

Big Data Analytics Platform as well.   

Boost 4.0 project is organised as shown in the Figure below. WP3 is setting up and aligning 

digital infrastructures, big data service marketplaces and big data platform capabilities to 

the Boost 4.0 smart data and European Industrial Data Space principles for data 

sovereignity.  

 

Figure 1 BOOST 4.0 Project Workpackage organisation 

Predictive data models, forecasting algorithms, machine learning techniques, visual 

analytics tools etc. that will be developed in Task 3.5, they will be applied and tested in the 

pilot cases alongside with the tools, and the supporting analytics platform from Task 3.6.. 

The outcome of these two tasks will be strongly correlated with the rest of the developed 

components of WP3.  Many of implemented solutions of Tasks 3.5 and 3.6 will be delivered 

as IDS apps and services. The use of IDS architecture, Vocabularies, IBM Hyperledger 

Fabric and FIWARE connectors will enable the creation of data-driven, secure and novel 

services for the BOOST 4.0 Online Collaborative Analytics Service Marketplace. These will 

enable apps injection to connectors to add the provided services to the top of the data 

exchange. The provided services will be related to data processing and analytics and will 
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enable the remote execution of algorithms over the Marketplace.  By using the 

aforementioned technologies and tools of the BOOST 4.0 platform, the developed data 

analytics services will rely on security, data sovereignty and standardized interoperability. 

 

Figure 2 BOOST 4.0 project Internal and external dependencies  

1.2 Document Structure 
After the introductory sections, this deliverable is structured as follow: Section 2 includes 

a thorough state-of-the-art analysis in the field of predictive and cognitive data models, 

fault diagnosis methodologies, and prediction and forecasting techniques in accordance 

with visual analytics techniques.  

Section 3 describes predictive and cognitive data models, fault diagnosis methodologies, 

and prediction and forecasting techniques that are under development or they are already 

developed in the BOOST 4.0 project. Moreover, their relevance with the pilot cases in which 

they are going to be applied and tested will be presented as well.  

Section 4 is devoted to the Big Data Analytics Platform and its tools. Details about 

platform’s development or about the extensions of already existing platforms are 

described in this section. Furthermore, the way that the implemented tools support and 

ensure data sovereignty is documented in this section as well.   

Conclusions and next steps related to the activities of Tasks 3.5 and 3.6 are drawn at the 

closing section of this document. 
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2 Big Data Models for Cognitive 
Manufacturing – State-of-the-Art 
Analysis 

BOOST 4.0 project aims to establish a set of European big data light-house smart 

connected factories based on the big amount of data coming from these factories.  In order 

to achieve this, a set of data-driven cognitive manufacturing services and tools will be 

developed and applied in these data. In this first period of the Project a thorough analysis 

have been conducted in the fields of cognitive manufacturing, predictive modeling, faults 

and their root cause diagnosis, and visual analysis for big data. It was considered as an 

urgent need to conduct this analysis before the beginning of any implementation related 

to the aforementioned fields as the Task 3.5 aims to offer the best available solutions to 

the pilot partners of the project in the part of data analysis, and to contribute beyond the 

state-of-the-art in the fields of cognitive manufacturing, AI and machine learning.  

2.1 From Cognitive Modeling to Cognitive 
Manufacturing 

The idea of cognitive modeling is founded on the assumption that human intelligent 

behavior involves computation. Chronologically, the idea of cognitive modelling concurs 

with the beginning of computers. Cognitive modelling nowadays is an area of computer 

science that deals with simulating human problem-solving and mental processing in a 

computerized model. Such a model can be used to simulate or predict human behavior or 

performance on tasks similar to the ones modeled and improve human-computer 

interaction. Indicative techniques that support the above role are [1, 2] 

The adoption of the Internet of Things (IoT) in industry makes the factories more 

instrumented and interconnected than ever, resulting in more complex systems with 

increased requirements in monitoring, reliability, risk management and decision-making. 

IoT provides the ability to gain valuable data of all the aspects in our factories. Furthermore, 

the amount of data produced and communicated via IoT must be analyzed through 

analytics to identify patterns in the data, model behaviors of equipment and predict 

failures based on a variety of variables that exist in the manufacturing setting. Another key 

factor towards an automated production, in which cognitive modeling can play a major role, 

is the capability for a factory to be flexible, adaptive and reliable in the momentary 

situations and unforeseen conditions, in order to derive an efficient production scheme 

and aid the decision makers. The reasoning behind the need in using cognition modeling 

in manufacturing is inspired from the fact that humans are capable of acting competently 
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under uncertainty, reliably handling unpredicted events and situations and quickly 

adapting to changing tasks, capabilities and environments [3, 4]. Therefore, the facts of life, 

induced by the rapid evolution and exploitation of technology and information, force us to 

broaden the limits of knowledge and techniques of cognitive modeling, in order to serve 

the demands of the automated manufacturing. The research in cognitive manufacturing 

the past decade has introduced interesting and innovative ideas on how artificial cognition 

could be incorporated in industry, combining the field of IoT, psychology, machine learning, 

data mining and artificial intelligence in the realm of the Big Data era. Such ideas are also 

discussed in [5, 6]. 

2.2 Early detection – Predictive modeling 
The anomaly detection problem, in its most general form is not easy to solve and most of 

the existing anomaly detection techniques solve a specific formulation of the problem. A 

key aspect of any anomaly detection technique is the nature of the input data. The form 

and the nature of attributes of each data instances, can determine the applicability of 

anomaly detection techniques. In general, most researches have adopted techniques, 

such as machine learning, data mining, information theory and statistics so as to deal with 

this crucial problem. In literature, one can find many approaches on anomaly detection 

such as classification [7, 8,10], clustering approach [7, 8, 9], statistical approach [11, 12], link 

analysis [14], “Dynamic” event-stream processing approach [16]. Anomaly detection 

techniques are applied in many areas such as virtualized computer machines [16], 

communication and social networks [13, 14] and urban data [15]. 

New techniques, innovating algorithms and modifications of existing ones tailored to the 

needs and characteristics of the to-be-addressed use case, are utilized either on 

historical off-line or in real time data. These techniques will continually examine various 

conditions of the collected data, such as normality and linear trend maintenance through 

the calculation of linear trend profile of monitored features [17, 18]. Another interesting 

technique is Complex Event Processing (CEP), because CEP is intended to manage data in 

motion and therefore is useful for in real time data situations. Complex Event Processing is 

a technique for tracking, analyzing, and processing data as an event happens. This 

information is then processed and communicated based on business rules and processes. 

The idea behind CEP is to be able to establish the correlation between streams of 

information and match the resulting pattern with defined behaviors such as mitigating a 

threat or seizing an opportunity. CEP is an advanced approach based on simple event 

processing that collects and combines data from different relevant sources to discover 

events and patterns that can result in action. CEP techniques such as [16, 19, 20] can play a 

major role in detection of situations of interest that are known in prior to be problematic. 

The main objective of this process is to find possible deviations from normal conditions, 
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detect for malfunctions and failures during industrial production processes and to point 

for alerts. For this part of detection, prior knowledge of the behavior of the data, will not take 

into account. As for off-line and real-time predictive modeling, a series of known and 

popular machine learning techniques, such as Support Vector Machines [21], Decision 

Trees [22], Random Forest [23], Back-propagation network [24] and their boosting versions, 

such as Adaboost. SAMME algorithm for ensemble learning on two-class and multi-class 

classification scenarios [25] are commonly used in order to prevent future failures and 

abnormalities, to find hidden insights on various operations of the plant and to provide 

reliable decisions and results. A series of feature extraction techniques, such as Principal 

Component Analysis, Canonical Correspondence Analysis, Mutual information, are applied 

as a pre-processing step so as to find those features that contain the most useful 

information and will improve performance of predictive models. Moreover, in order to 

understand (and trust) the predictive models, researchers use Local Interpretable Model-

Agnostic Explanations (LIME), a technique that explains the predictions of any machine 

learning classifiers [26, 27]. Another technique that aids in understanding the model 

behavior via influence functions is discussed in [28]. Artificial neural networks have been 

widely used in research and for practical applications since the early 80’s. The 

evolutionary artificial neural networks utilize evolutionary algorithms like the most known 

Genetic Algorithm [29] so as to provide an alternative approach on process optimization. 

Deep learning techniques suitable for the form of existing data, such as fully-connected 

and convolutional neural networks [30] are the one-step-forward in machine learning, as 

an attempt to improve and enhance predictive performance.    

2.3 Diagnosis of faults and their root cause 
Understanding the root cause of an observed symptom in a complex system has been a 

major problem for decades. The dramatic evolution in automation of industry and the 

exponential increase of the amount and velocity of data to support complex human 

decisions, demands the continuous increase in complexity and expense of industrial 

systems. This fact sets stricter principles by means of tolerance for performance 

degradation, productivity decrease, and safety hazards, which makes detection and 

identification of potential abnormalities and faults as early as possible and real-time fault-

tolerant operation a necessity [31, 32]. The diagnosis of fault can be divided into two main 

categories: model-based or signal-based.  

2.3.1  Model-Based Fault Diagnosis Methods 

Model-Based Fault diagnosis was firstly introduced by Beard [33] in 1971 in order to 

substitute the hardware superfluity with analytic techniques. Fault diagnosis algorithms 

that have as a basis the existence of an analytical model are used in order to monitor the 
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consistency between the outputs of a physical system and the outputs that the model 

predicts. There are two broad families of models for root cause analysis: Deterministic 

models and Probabilistic models. In deterministic models, there are no uncertainty in the 

known facts or the inferences expressed in the model. On the other hand, probabilistic 

models are able to handle this uncertainty. Deterministic models can be further divided 

into three subcategories based on the technique is used for the model. The subcategories 

are the Logic, Classifier and Process Model. Probabilistic models are also further divided 

into four subcategories. The subcategories are the Logic, Bayesian, Classifier and Process 

model. 

2.3.2 Deterministic and Probabilistic models 

This section contains a brief description of the most common approaches of deterministic 

models: logic, classifier and process models. There are various existing implementations 

suited for logic models such as Propositional Logic [34, 35, 36], First-order Logic [37, 38] and 

Fault Tree [39, 40]. Implementations suited for classification models include Decision Trees, 

SVM [51, 52] and Neural Networks [53, 54]. Processes in industrial environment becoming 

more complex and less tolerant to the consequences of faults, because the risks and price 

of faults are higher. In order to reduce these faults, an analytical model for fault diagnosis 

needs to be interfered in the process. Existing process-model implementations include 

Automata/FSM [55] and Petri Nets [56].  

This section contains a brief description of the most common approaches of probabilistic 

models: logic, classifier and process models. Logic modelling or qualitative modelling is 

appropriate in processes whose behavior can be observed merely as a sequence of 

events.  A discrete–event description of the system used and the diagnosis is fulfilled by 

comparing the observed event sequence with the discrete–event dynamics of the model. 

There are various implementations suited for logic models such as Fuzzy Logic [57], 

Dempster-Shafer theory [58], Fuzzy Fault Tree [59] and Possibilistic Logic [60] 

implementations. There are various implementations suited for classification models such 

as Bayesian MSVM and Probabilistic Neural Network algorithms. In [61], is presented an 

implementation for Bayesian MSVM and in [62] is presented an application for fault 

diagnosis for power circuits using Bayesian MSVM. Bayesian implantation includes 

Bayesian Networks [63, 64], Probabilistic Relational Models [65], Markov Logic Networks [66, 

67], Hidden Markov Models [68], and Relational Sum-product networks [69]. There is a wide 

range of implementations, addressing the field of probabilistic process-model based fault 

detection. The State of The Art of probabilistic process modeling in fault detection is 

represented by implementations of Stochastic Petri Nets [70] and Stochastic DES [71]. 
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2.3.3 Signal-Based Fault Diagnosis Methods 

In contrast to model-based methods, signal-based methods are not utilized via models 

that take an input and predict an output to be compared with the input. Signal-based 

methods utilize measured signals, which represent the fault and subsequently a 

diagnostic decision is made based on the symptom analysis. The nature of the signal, 

either time-domain or frequency-domain, that is about to be processed, points to the 

signal-based method that fits to the specified signal. The three families of signal-based 

method for analysis are: time-domain [72, 73], frequency-domain [74, 75], time-frequency 

domain [76, 77].    

2.3.4 Reliability Block Diagrams and System Reliability 

Reliability could be addressed as ‘’the probability of a device performing its purpose 

adequately for the period of time intended under the operating conditions encountered’’ 

[78]. Reliability is a necessary feature for in mission-critical domains such as aerospace, 

military, manufacturing and power industries. A reliability block diagram is introduced in 

order to represent graphically how the components/subsystems of the system are 

reliability-wise related. The Reliability Block Diagram (RBD) can be used in both the design 

and operational phase, in order to identify potential areas of poor reliability and where 

improvements can be made to lower the failure rates for the equipment.  

2.4 Big data and Visual analytics 
In modern manufacturing organizations, the challenge of collecting sufficient data for the 

efficient control of processes has shifted to analyzing vast and continuously changing 

amounts of data for the extraction of useful information in real time [79]. A wide spectrum of 

sensors has been spread across industrial environments over the last decades causing 

the explosion of information in such environments in terms of volume, velocity, variety and 

veracity; categorizing this issue under big data analytics. Unfortunately, most 

manufacturing companies do not make good use of all the generated and collected data 

[80]. Smart Manufacturing Systems (SMS) are foreseen as the solution to this through smart 

technologies implementing novel real-time control & data analytics solutions [81]. 

Past research in databases and information retrieval has focused on storage, search and 

retrieval of information, functionalities that cannot cover the current need for the 

automated extraction of knowledge from big data resources [82]. On the basis of this gap, 

and in focus of the related issues and challenges, big data analytics has been 

continuously evolving and targets a variety of applications including manufacturing [83]. 

The analysis of data of sheer volume and dimensionality remains one of the main 
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challenges in this field of research coupled with the fast data rates of modern 

measurement and assessment mechanisms.  

Visual analytics has historically played a key role in business processes optimization. 

Existing tools [84-86] can be of great assistance for the visualization of spatiotemporal data 

in the shop floor, providing e.g.: temporal plots and heat maps indicating specific types of 

activities; representation of movement data joint with statistical analysis suitable to assist 

in discovering patterns and correlation; visualization of business processes detailing 

communication activities and summaries in addition to geospatial distribution and 

scheduling. 
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imposing different challenges on how to use data, for generating information and 

knowledge.  

Especially metal casting is a manufacturing process that is operated at high temperatures 

(i.e. in ranges from 660-1500 °C) where process parameters cannot be easily monitored by 

usual sensors and measurement approaches. At the same time, there is rather limited 

knowledge available on the usage of measured process parameters for monitoring and 

adjusting the process directly. On top of that, diverse sources of untapped data needs to 

be processed and analysed for being able to find potential implications of design decisions 

with respect to the automotive part, used alloy, mould and machine. However, the current 

manufacturing process is somehow a black box handled rather based on past designs and 

engineers’ profound technical competency. The metal casting process itself does not use 

detailed deterministic real-time process control models. The motivation is to develop 

related models based on an evolutionary learning from data collected in different life cycle 

phases of the manufacturing process. Therefore, the use case shall correlate the data that 

can be collected in the different product and process life cycle phases (e.g. mould design, 

machine set-up, tool & machine operation, maintenance as well as quality monitoring w.r.t. 

the automotive part).  

Therefore, in BOOST 4.0 VW aims at developing new Industry 4.0 related approaches and 

systems for gathering large amounts of data for being able to understand, diagnose, 

predict and finally to prescribe the conditions in the manufacturing process for an optimal 

overall equipment effectiveness. This requires an integrated approach for modelling 

information, gathering data, deriving information & knowledge as well as to transfer the 

approach to diverse departments locally and at diverse locations and possibly even 

transferring related knowledge to first tier suppliers. Finally, for being able to generate 

knowledge that will facilitate the achievement of a zero defect objective it is envisaged to 

develop a modular improvement approach that allows for an evolutionary introduction in 

heterogeneous manufacturing environments. It shall be possible to use the approach in 

departments that are operating old machines and tools with rather limited abilities for data 

provision as well as with machines, moulds and tools that are already able to provide rich 

data sets in real time. 

3.2.1.2 Big Data Models, Techniques and Tools for a Zero Defect 

Component Tool Shop 

The BOOST 4.0 solutions for the VW tool shop aims to provide to objective scenarios as 

they are depicted in the following figure. 
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Figure 5 BOOST 4.0 Objectives for VW Tool Shop 

For reaching these objectives, two approaches will be followed responding each 

one to the specific VW need: 

The first method, for the ‘Zero Defects Production’ goal, is dedicated to a better control of 

the casting process during production (in process).  

For this need, a Hybrid Twin approach based on data analytics tools embedded in ESI 

Simulation platform for casting, and sensor data coming directly from the casting process 

will be adopted.   

The workflow would be: 

1. Realize a first set of simulations with some evolving parameters. 

2. Classify these simulation results in order to get a full understanding of the 

casting process. This will lead to the creation of a vector of information 

characterizing each of these simulations. It will look like a DNA map of 

simulations (see figure below). 

3. Compare sensors data in real-time with the known behaviours identified in the 

DNA map, and take a decision based on this comparison. 

 

Figure 6  Example of classification (hierarchical clustering) on left, and DNA map of simulations on 
the right 


















































































































































































































































































